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Abstract

Team multicast identifies clusters of nodes witmeaaffinity as teams and manages the multicast raeship information
using the unit of team rather than dealing withivithhal node members. The source propagates a mhatket to each
subscribed team’s leader and each leader forwdrelsdata to the entire team. But none of the exjstiork on team
multicasting consider the QoS metrics of the teaatér like power, bandwidth etc. In this paper,pngpose a QoS-aware
team multicast protocol for MANETS, which gives ettier solution to the above said problems. In goppsed protocol, the
team leaders are selected based on the QoS miékddsandwidth, residual energy and stability. Thine problem of link
breakage can be reduced proactively. In case kfddeakage occurring at any place of the networkew team leader is
selected in reactive basis. This avoids the delayiite repair mechanism. By simulation results,slvew that the proposed

protocol achieves better packet delivery ratio wiétiuced delay and overhead.
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1. Introduction
1.1 Mobile ad hoc networks (MANET)

The self-systemized active topology created by sbé of
mobile nodes via radio links is termed as ad hdsvoeks.
The ad hoc networking design is getting reputaticadually
with the latest enhancement of mobile computersh sas
laptops and palmtops. The characteristics such casinal
configuration and infrastructure-less environmend aapid
deployment make them suitable for the crisis cirstamce
caused by nature such as earthquakes, cyclonesiroarh
induced disasters. The process of creating andldipigothe
ad hoc networks is a significant task as the moveroghost
can result in recurrent and topological changea random
manner.

The ad hoc network does not utilize any routertli@r routing
scheme. Each host in the network acts as routeenéirer a
host attempts to link with other hosts in the netydost
linking the source and destination creates the ection. [1]

1.2 Multicastingin MANET

The process of forwarding the similar messages ftbm
source to a set of destinations is termed as ragtiing.
Essentialy MANETs are equipped for
communication owing to their broadcast environmeltie

drawback such as restricted bandwidth among theilenob

nodes and dynamic topology cause the accessiblea@a$e
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multicast routing protocol to be more complex when
compared to the conventional networks. [2]

The multicast protocols for mobile ad hoc networkse
classified into two categories such as tree-basatioast and
mesh-based multicast. In terms of energy efficienthe
performance of the multicast mesh is weak due¢cettireme
overhead. Whereas the tree based multicast offes g
performance with the use of network resource archiit be
source-tree structure or shared-tree based pro{@ @ mesh
based multicast routing protocol upholds a meshitidudes
the related components of the network holding evecgivers
of a group. [5]

The multicast routing protocols utilized in the dubc
networks can be proactive, reactive or hybrid typée
proactive behavior regularly maintains and upd#tesouting
information. The reactive performance involves
construction of the routing paths depending on demdhe
hybrid nature combines the advantages of both tix@aand
reactive nature. [4]

the

The existing multicast protocol does not exhibit reno
performance for the large scale networks. Owingntibility
criteria, it is very complicated to tackle huge tinast
rotocol in MANET. Adding to the above aspects, élesting
outing protocols does not utilize team affinity ded and
members possess common mobility pattern and int¢6és

185



International Jour nal of Computational Intelligence and Informatics, Vol. 1: No. 3, October - December 2011

For building a source tree, a hybrid link state aistance
vector algorithms are utilized in the existihng MANE
multicast routing algorithms. As we discussed earli
multicast is a relatively new topic in the field BANETS,
and only a few algorithms have been proposed. kKaeples
of some MANET multicast algorithms are given below

* Application Layer Multicastwith NetworkLayer Suppor
(APPMULTICAST) [7]

* Robust Demand-driven Video Multicast Routing
(RDVMR) [8]

*  Overlay Multicasting for Ad-hoc Networks [9]

* Multicast AODV (MAODV) [10]

¢ On-Demand Multicast Routing Protocol (ODMRP) [11]

e Multicast Zone Routing (MZR) [12]

* Multicast OLSR (MOLSR) [13]

* Ad hoc Multicast Routing (AM Route) [14]

« Core-Assisted Mesh Protocol (CAMP) [15]

* Adaptive Demand Driven Multicast Routing
(ADMR) [16]

* Lightweight Adaptive Multicast Algorithm (LAM) [17]

* Multicast Core Extraction Distributed Ad-Hoc Rougin
(MCEDAR) [18]

*  Protocol for unified multicasting through announesits
(PUMA) [5]

1.3 Team Multicast

The team multicast approach is utilized in largalesenobile
ad hoc networks where the multicast group has teasnan
alternative to individual nodes. A set of nodessessing a
movement similarity and interests distinguishedsbigscribed
multicast groups.

Team multicast recognizes the team of nodes asipéarity
characteristics and tackles the multicast inforamatvith the
help of team rather than dealing with individuaties. [19]

The source broadcasts the data packet to everycriubd
head of the team and every head forwards the dathet
whole team. The nodes within the same team travssgss
the synchronized motion. Hence the multicast tuuisto be
important research area in the current years.

An example illustrating the team multicast techmeigs as
follows.

« Depending on the assignments in the battlefielderse
units in a section is structured into companies &meh
divided into task forces.

« As the platoons of cars in a highway possess th&#gomo
similarity the cars are treated as teams.

Search and rescue operations, disaster monitairdymobile
sensor platforms also exhibits multicasting techaiq

1.4 Problem I dentification and Solution

In Hypercube based Team Multicast Routing Protocol
(HTMRP) [6] tree maintenance phase, eachteam
maintains a table called Neighbor's-Neighbor Teagader
Table (NNTT) which has theinformation about theghdior’s
neighbor.

Since  NNTT maintains two-hop neighbor team leader
information, only a maximum of two consecutive link
breakages can be locally repaired. Longer link kagas have
to follow the conventional route repair mechaniswhich
leads to additional overhead.

None of the existing work on team multicasting é¢des the
QoS metrics of the team leader like power, bandwedc.

In this paper, we are going to propose a new teaitigast
protocol for MANETS, which gives a better solutitm the
above said problems. The features of our new teaiticast
protocol are

1. The team leaders are selected based on the @wiBan
like power, bandwidth etc. Thus, the problem ofklin
breakage can be reduced, proactively.

2. In case of link breakage occurring at any placéhe
network, a new team leader is selected in readtass.
This avoids the delay in route repair mechanism.

2. Related Work

Emy E. Egbogah et al [2] proposed the scalable @aemted
reliable multicast (STORM) routing protocol intewidi® offer
consistency in a tactical mobile ad hoc network.e Th
individual nodes with same mobility model and speede
systematized into teams and a hierarchy basedaasitmesh
structure is constructed among the elected teanesioA
unicast acknowledgement Scheme (UAS) is introduted
model the routing structure efficiently. A modifiegrsion of
Reliable Adaptive Congestion controlled multicaReACT)
is utilized as a reliable transport protocol to @mte the
reliability of STORM.

Yunjung Yi et al [19] proposed a multicast protoaallled

team oriented multicast (TOM). TOM constructs a iomt
aware hierarchy to maintain efficient scalable teaoiticast

protocol. It utilizes a two-tier dissemination sofeein which

the source broadcasts a data packet to every &maers and
every leader forwards the data to the entire team.

Yunjung Yi et al [20] proposed a multicast-enabl@ddmark
ad hoc routing that utilizes tunneling from mulstaources to
each landmark of the subscribed team and limiteddihg
within the motion group. A multicast source senddltiple
copies of the packet to the landmarks in the mastigroup.
Further, each landmark forwards the multicast pattets
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associated team through flooding. The features I tWhere \ is the nodes residual energy,is the bandwidth and

proposed approach includes enhancement of thebddsla
reliability and congestion control properties of Itiwasts
protocols.

R. Manoharan and P. Thambidurai [6] proposed tipetoube
based team multicast routing protocol (HTMRP) fatite ad
hoc networks. HTMRP provides a three-tier multicastting
paradigm consisting of Landmark tier, Hypercube t@&d
Mesh tier. Mesh Layer on top of the Hypercube hielps for
effective fault tolerance. HTMRP addresses theeissaf link
failures owing to mobility by adding in a logicaypercube
model. Besides scalability, HTMRP assures the Qe&ds
such as high availability and load balancing byiagldeam,
hypercube and mesh tiers

3. Proposed Work
3.1 Algorithm Description

Team multicasting builds an essential hierarchyiganizing
nodes to a few teams. In the team multicasting sihérce
delivers the packet to each member in two steps:
(1) inter-team data forwarding: data forwardingeiach
team leader (TL).
(2) intra-team forwarding data distribution withénteam
initiated by the TL.

The network which is considered by the team mutiog
consists of many teams (T) and individual nodesctvigio not
belongs to any team due to the shortage of thdagityi A
team T is a connected un-directed graph with th&imnam
distance D fromanodeitoj(iandj2 T). Alifikj) gives a

direct connection between i and j. A team T ismdi as a set
of nodes having the same mobility pattern and comm

interests i.e., motion affinity group. Based on itiea in the
section 3.2, each node discovers a team and saléesgler in
a distributed manner. In this paper, we assume:

* a node does not join a multicast group if it does n

belong to a team

v3 is the stability index and k is the weighting ciams.

Team leader is selected through the node which thas
maximum w. When a node becomes the team head itien e
that node or its members will be considered ascteté. Then
for the “unelected” nodes the election processdgiace. At
first, all the nodes are “unelected”. When all tiedes have
been elected then the election algorithm will cdmen end.
The sections given below discusses about the astimaf v,
V, and \.

Team Leader Election Algorithm

1) Each Node Ncalculates its weight Yising (1), where
i=1,2,....

2) N exchanges Wwith each other through a packet
WT_MESSAGE

3) N calculates Max (WY

4) Then the node NN with W,=Max (W, sends a TLB
(Team Leader Beacon) to other nodes.

5) The nodes Ni # k) elects N as the TL.

4. Estimation of weight Factors
4.1 Estimating Residual Energy

Let the nodes have the location information abdugirt
neighbors and destination and also a uniform energy
distribution among the homogeneous nodes.

The information about the residual energy of thigimeors is
stored by every node by requesting the other natest their
residual energies. The residual energies at a na@am be

8alcu|ated as

Eri) = Ew — Eco) 2

Where E - Residual Energy, E- Initial Energy, & —
Consumed Energy

By exchanging this information with all nodes ire thetwork,

 all nodes in the same team subscribe the sathe total residual energy is attained. From thi® &nergy

multicast groups for simplicity.

Inter-team membership maintenance and data formgrdi

become simple with those assumptions. Thus thisempa ) ) ]
inter-team membershi¥here kg — residual energy of node ik — maximum

mainly concentrates on the
management and data forwarding. In this paper,téam
leaders are selected based on a combined weigl@o&
metrics like residual energy, bandwidth and lirdddity.

3.2 Team Leader Selection

Team Leaders are selected based on the followingjesl
sum

W = (Vi +vso + V3) ¥k

1)

index of the node i is calculated as

E’: (ER(i) / ERmax) *a (3)

value of residual energy in the entire netwark(O<o<1) —
system defined experimental parameter.[22][23].

Hence we can replace with the value of Ein (1).
4.2Estimating Bandwidth

The available bandwidth is computed depending oa th
channel status for finding the busy and idle statéghe
shared wireless media. [21] The channel utilityhef node is
investigated to acquire the bandwidth used. Thetira of
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time within which a node is sensing the channelbamg
utilized is termed as channel utilization ratio (R)JJAIl nodes
continuously a monitor the changes in the chanteg¢ ither
busy to idle state or idle to busy state and updtte ratio in
each state.

The channel utilization ratio (CUR) for each timeripd t is
computed as follows.
CUR= CBP/t

Where CBP — channel busy period.

A smoothing constarit [ [0, 1] is introduced to smooth the

evaluation of channel utilization.
Let CUR_; represent the final channel utilization ratio

Then the current channel utilization ratio is givaen

CUR. =1 CURL, + (1 -1) CUR 1)

Here CUR=[0,1].

Following the suitable estimation of the channdizaattion at
time t, the available bandwidth of a node at tingedalculated
using the following formula.

ABW, = b. (1 - CUR) @)

Here, b is the raw channel bandwidth.
4.3 Estimating Sability
4.3.1 Link Quality Estimation

The link quality demonstrates the link stability afwireless
networks. The electronic signals are important diadior
communication and through this, route condition dam
monitored and signal quality can be estimated. Bizimg the
received signal strength from the physical layére fink
quality can be estimated and further the links wiltie
minimum signal strength is discarded while selegctihe
routes.

The received signal strength indicator (RSSI) ipesior
estimator of the link quality which represents theeived RF
signal. It estimates the link quality rapidly asist more
reliable over time.

During the propagation of the RTS packets the seeabeds

Wherel = wavelength carrier

d = distance between sender and receiver

Gy= unity gain of transmitting omni directional

antennas

G,= unity gain of receiving omni directional

antennas, respectively.

The noise and fading effects are not considered.
Hence the link quality is given as

4)

Hence in our equation (1), replace v3 with L

5. Inter-team Group Member ship
M anagement

The team multicasting approach constructs m-arketin
multicast mesh model between the subscribed teandets.
Each leader contains maximum ¢ wandering links oitier
leaders. The node permits the reception of g reghnplackets
from connected leaders. By this way each node santkta
packet to all connected leaders excluding the inegm
direction. The mesh model offers a consistent trassion
framework over tree structure. The team multicastin
constructed an algorithm for upholding the mesh.

The main objectives of this algorithm are as fobow

1. The necessity of the minimum dynamic mesh re
construction

2. Functioning in a distributed manner

3. Minimum overhead demand.

The team multicasting utilizes a distance vectouting
protocol (DSDV) for upholding a path among two leex
linked in the multicast mesh model. Every node $akee
initiative to tackle the paths to leaders inclusbfemobility of
each team in a random manner. Hence every nodéein t
network retains a leader’s table (TL) that holds tletails of
the leaders who are subscribed to any group ancholde
swaps and updates the table with the neighbor frodetime

to time.

5.1 Group M embership Join

The team multicasting scheme can broadcast the gfart
membership information with minimum overhead to ¢inéire
network due to the TL update mechanism. The rodexeof
multicast groups publicizes the address of the grawnd the
size of the multicast mesh graph to the whole ngtwbhis is

it with transmission power P2 The node on receiving the RTSperformed by linking the exchanged information ive tTL

packet measures the received signal strength.rébespace
propagation model possesses the following relatipns

P, = Py.(W4nd)*.Gy.Gr (3)

table. Through this action, the new team can discavpoint
to forward a join query by gazing at the TL table.

Let TM; represent the team
Let Ty; represent the leader of TM
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Let F represent the multicast mesh graph.

Let G represents the group.

Let RV represent root vertex

Let Ny be sequence number

Let ML represent the member list

Let sq represent the sequence value.

It is assumed that every node has two connectidaloga
namely parent catalog G@nd children catalog (G

It is assumed that vertex should have at leastliokesay |=
(a, b) where s@&sq, in order to assure a connected graph.

Step 5

TM; categorizes the ML in ascending order as per istarite
from TM,; depending on TL.
Step 6

TM; keeps sending a connection requegi(@® a node j&i.e.
j™ element in ML) till its finds the parent node fwnnection.

Step 7
g executes the connection establish process on tiecepf
Creq

The process of linking [ and edges with F represents the
linkage of new TMo the G. This process is described inStep 8

following steps

Step 1
If new TM; wants to link with G
Then

Tyiinitially gazes at local TL table to recover the RVF
and forwards a query.

Else

TM; declares itself as a root vertex in a graph F M{T

As soon as TMis linked to F, it updates RV. RV then
includes TMto ML and broadcast to F with the current value

of ng.

When a node gets connected to a group, it may add
connections till G links in a flexible manner.

5.2 Member ship Leave

At the time of departure of a team from a groug kbader
forwards membership depart request (MD

1) If leader# RV

Advertise the membership information with TL table

exchange.
Step 2

When the root vertex findsanother graph for thelaimgroup,
it attempts to combine two graphs (Graph MergeRtocs).

1 Root Ciseq)= 5 1 Root Ciseqi=6 1 Root Ciseg) =6
/1
2 | 3 2 ¢ 3 2 3

| disconpacti

5 II s 54 4 B O 4
Jain by Conngction
Saq =6 O 6

Fig. 1. Join Procedure
Step 3
Upon reception of the query packet at RV, the curvalue of
ng gets incremented and gets allocated tq. TMe. sq (TM) =
Ng).
Step 4

RV sends back the ML and new, i TM..

Then
The leader detaches all connectiowisrtifies RV
End if
2) If RV wants to depart
Then

It selects the vertex with smallest, lnd transfers
the responsibility of the root.

End if
Following the above process, the new root publiitee
modification in the root address to the entire modte the
graph. The root devoid of the edge just halts thielipizing
process which causes every node in the networaki® away
the entry from TL following the time expiry.
5.3 Inter/Intra-team Data Forwarding

The process of data forwarding in inter and inganm is
shown in the Fig. 2.
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During Intra-team data forwarding, we assume thdaeam
member of team 1 needs to obtain the data frormillécast
source. This is done by multicasting the data pacte the
team leader of team 1. Upon reception of data femurce,
team leader of team 1 sends the data to its teambers.

.\

Source@

@ - Team Leader
@® -- Team Member
> -- Intra-Team Forwarding

| -- Inter-Team Forwarding

Fig: 2. Inter/Intra Team Data Forwarding

In the Inter-team data forwarding, we assume thaéaan
member of team 3 needs to obtain the data fromicastt
source. This is accomplished by forwarding the dhtaugh
team leaders of team 1 and team 2. Further theequbst
team leader of team 3 sends the data to its membt#rshe
help of intra-team data forwarding.

6. Simulation Results

NS2 is used to simulate the proposed algorithm.olm
simulation, the channel capacity of mobile hostseasto the
same value: 2 Mbps. The distributed coordinationcfion
(DCF) of IEEE 802.11 for wireless LANs as the MA&yér
protocol is used. It has the functionality to nptifie network
layer about link breakage.

In the simulation, mobile nodes move in a 500 mat&00
meter rectangular region for 50 seconds simulatiome.
Initial locations and movements of the nodes artiobd
using the Reference Point Group Mobility (RPGM) relodf

NS2. All nodes have the same transmission rang@56f
meters.

In the simulation, the mean speed is 5 m/s. andntkan
pause time is 5sec. The network consists of 5 deaith 4
members in each team. The simulated traffic is @GonsBit
Rate (CBR). For each scenario, ten runs with differandom
seeds were conducted and the results were averaged.

The QATMR protocol is compared with M-LANMAR [1] dn
MAODV [7]. The evaluation is mainly based on penfiamce
according to the following metrics:

Control Overhead: The control overhead is defined as the
total number of routing control packets received.

End to End Delay: It is average end-to-end-delay of the
transmission.

Packet Delivery Ratio: It is the ratio of the fraction of
packets received successfully and the total npaokets sent.

For measuring the above metrics, we vary the giome as
1,2,3,4 and 5.

Groupsize Vs Delay

15
> 1 —e— MLANMAR
8 05| —=— QATMR

0

1 2 3 4 5

Groupsize

Fig. 3. Group SizeVs End-to-End Delay

Fig. 3 shows that the end-to-end delay of the pedo
QATMR protocol is significantly less when compareith
M-LANMAR, since the multicast tree formation invels less
overhead when compared with M-LANMAR algorithm.the
figure we can see that, as the group size increabes
corresponding delay also increases.
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Groupsize Vs Delratio

1.05

o o | |—e—maoDv
g 0% ‘\ —=— MLANMAR
E 0.9 i —

0.85 QATMR

0.8

Groupsize

Fig. 4. Group SizeVs Delratio

Fig. 4 shows the packet delivery ratio of all thetpcols.
From the figure, we can see that the packet delivatio of
QATMR is slightly more than M-LANAMR and significaly

more thanMAODV, since the mobility induced errone a

minimized in QATMR.

Group size Vs Overhead

20000

&- & —&— & &
§ 15000 —e— MAODV
I—I—I\./I
g 10000 —8— MLANMAR
3 5000 QATMR

1 2 3 4 5

Groupsize

Fig. 5. Group SizeVs Overhead

Fig. 5 shows the control overhead occurred in &k t[5]

protocols. From the figure, we can observe thatdtwetrol
overhead increases when group size grows. Sinsectadrol
messages are exchanged in QATMR, its overheadsstihan
that of MAODV and M-LANMAR.

7. Conclusion

Extending the availability of today’s radio spectruis a In
this paper, Team multicast identifies the teamaaifes with

the same similarity as teams and manages the mtltic

membership information using the unit of team iadteof
dealing with the individual node members. A datakea is
broadcasted to each subscribed team'’s leader fiersdurce
and each leader forwards the data to the entira.tBat none
of the existing work on team multicasting consitlez QoS
metrics of the team leader like power, bandwidth &t this
paper, we have proposed a QoS-aware team mulgicatsicol
for MANETS, which gives a better solution to theoab said
problems. In our proposed protocol, the team leadae
selected based on the QoS metrics like bandwidtsidual
energy and stability. Each team member estimatesrdined

weight value of these QoS metrics. Then team ledsle
selected through the node which has the maximunghtei
value. Thus, the problem of link breakage can lsuged
proactively. In case of link breakage occurringay place of
the network, a new team leader is selected in ikeabtiasis.
This avoids the delay in route repair mechanism. By
simulation results, we have shown that the propgsetbcol
achieves better packet delivery ratio with redudethy and
overhead.
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